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About Colorado State University's 
Institute in Technical and 
Industrial Communications 

The Sixth Annual Institute was held 
during the week of July 8-12, 196S. 

The Institute in Technical and In- 
dustrial Communications is an inten- 
sive one-week course and workshop 
for writers, editors, journalists, scien- 
tists, engineers, administrators, and 
information specialists, who supervise 
or prepare technical and industrial 
communications. The faculty is com- 
posed of University staff and, in the 
main, prominent authorities and prac- 
titioners in the field of scientific, tech- 
nical, and industrial communications. 

Proceedings of these an-'il Insti- 
tute: can be purchased from the In- 
stitute in Technical and Industrial 
Communications, Colorado State Uni- 
versity, Fort Collins. 

The Seventh Annual Institute in 
Technical and Industrial Communica- 
tions will be held July 6-10,1964. Pro. 
gram and registration details may be 
obtained by writing the Director. 1 
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The Frame of Reference 

Demonology Discussed 

Engineering has been defined as a 
branch of applied demonology; science as the 
casting out of demons (1). The great 
achievements of classical thermodynamics 
for example may be summarized as the cast- 
ing out of three demons. The First Law, that 
you can't get something for nothing, cast 
out Aladdin's Demon. The Second Law, that 
even if you do you have to pay for it, cast 
out Maxwell's Demon—the homunculus who 
could sort out the hot molecules from the 
cold without the expenditure of energy. The 
Third Law, that there is no disorder at ab- 
solute zero, cast out LaPlace's Demon—who 
could predict the entire future of the uni- 
verse if ycu could only tell him, for any 
given instant in time, where every particle 
in the universe was and how fast it was 
traveling. 

Admittedly, it is not easy to become an 
applied demonologist. One must spend many 
years and much of his parent's money in 
going to places like the Moloch Institute of 
Tenebriology, where one sits at the feet of 
learned senior demonologists who teach that 
by performing specific ritual actions which 
need not be understood and certainly should 
never be questioned, one will be able to sum- 
mon certain inferior demons—superior de- 
mons continuing to require the consultant 
services of a senior demonologist on a stand- 
ard fee plus per diem plus travel expense 
basis—from the vasty deeps and, if the book 
is followed exactly, such demons can be 
compelled to perform certain specific acts 
for the benefit of the aforesaid applied 
demonologist, junior grade. 

In this sense, you and I are demonolo- 
gists. We are word-smiths. Words are our 
stock in trade. We get paid for our ability 
to pick words and put them together trunk 
to tail, in sentences. Yet, although the Pen- 
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tagon has replaced the pentagram, and the 
Necronimicon of the mad Arab, Abdul Al- 
hazred (2) has been replaced by the New 
International Dictionary (3) of the mild 
lexicographer, Philip Gove, we still do not 
know what words are, nor sentences, nor, 
for that matter, what demons we are trying 
to reach or what we are trying to get them 
to do. Until such time as we understand the 
forces with which we deal, we are practic- 
ing demonology. 

There is a branch of demonology today 
called linguistics which is using the white 
magic of the large-scale digital computer to 
harness the black magic of language. Lin- 
guistics in the past has been hampered by 
the all too human inability of linguists to 
read enough and remember enough of even 
one language to make statistically valid 
statements about it. The computer has one 
major asset—it can read and remember far 
better than any human or team of humans. 
It has one major liability which strangely 
enough is also its greatest asset—it can do 
only what it is told to do. "You know what 
I mean don't you?" works with humans. 
It does not work with computers. The use 
of computers has forced a precision in lan- 
guage and in the making of statements 
about language that was previously un- 
known. 

Gulliver the Gullible or Linguistics 
in Logado 

Certain aspects of this newer linguistics 
apply to the jobs by which we earn our liv- 
ings. And, since literature is at least one 
aspect of linguistics, it seemed only fitting 
to start with Lemuel Gulliver's Third Voy- 
age wherein he visited the School of Lan- 
guages of the Grand Academy of Lagado 
(4). (Those who have not read Gulliver as 
adults, or who think of it only as an amus- 
ing tale of pigmies and giants might better 
spend their time reading Swift than Woos- 
ter.) 
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The School of Languages was working 
even then on problems of words, and prob- 
lems of sentences. As Gulliver reports: 

We next went to the School of Languages, 
where three Professors sat in Consultation 
upon improving that of their own Country. 
The first Project was to shorten Discourse by 
cutting Polysyllables into one, and leaving 
out Verbs and Participles; because in Reality 
all things imaginable are but Nouns. 

The other, was a scheme for entirely abol- 
ishing all Words whatsoever: nd this was 
urged as a great Advantage in Point of 
Health as well as Brevity. For, it is plain, 
that every Word we speak is in some Degree 
a Diminution of our Lungs by Corrosion; and 
consequently contributes to the shortening of 
our Lives. An expedient was therefore offered, 
that since Words are only Names for 
Things, it would be more convenient for all 
Men to carry about them, such Things as 
were necessary to express the particular Bus- 
iness they were to discourse on. 

And this invention would certainly have 
taken Place, to the great Ease as well as 
Health of the Subject, if the Women in Con- 
junction with the Vulgar and Illiterate had 
not threatened to raise a Rebellion, unless 
they might be allowed the Liberty to speak 
with their Tongues, after the manner of their 
Forefathers: Such constant irreconcilable 
Enemies to Science are the common People. 
However, many of the most Learned and Wise 
adhere to the new Scheme of expressing 
themselves by Things; which hath only this 
Inconvenience attending it; that if a Man's 
Business be very great, and of various Kinds, 
he must be obliged in proportion to carry a 
greater Bundle of Things upon his back, un- 
less he can afford one or two strong Ser- 
vants to attend him . . . 

In yet another room, Gulliver en- 
countered, simultaneously, the problem of 
sentences, of computers in generative lin- 
guistics and the perennial threat of 
automation. 

The next Professor I saw was in a 
very large Room, with Forty Pupils about 
him. After Salutation, observing me to look 
earnestly upon a Frame, which took up the 
grerlest Part of both the Length and Breadth 
of tne Room; he said, perhaps I might wonder 
to see him employed in such a Project. . . But 
the World would soon be sensible of its Use- 
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fulness; and he flattered himself, that a more 
noble exalted Thought never sprang in any 
other Man's Head . . . [since] ... by his Con- 
trivance, the most ignorant Person at a 
reasonable Charge, and with little bodily La- 
bour, may write Books in Philosophy, Poetry, 
Politicks, Law, Mathematicks and Theology, 
without the least Assistance from Genius or 
Study. 

He then led me to the Frame, about the 
sides whereof all his Pupils stood in ranks. 
It was about Twenty Foot square, placed in 
the Middle of the Room. The Superficies was 
composed of several Bits of Wood, about the 
Bigness of a Dye, but some larger than others. 
They were linked together by slender Wires. 
These Bits of Wood were covered on every 
Square with Papers pasted on them; and on 
these Papers were written all the Words of 
their Language in their several Moods, 
Tenses, and Declensions, but without any 
order. The Professor then desired me to ob- 
serve, for he was going to set his Engine at 
work. The Pupils at his Command took each 
of them hold of an Iron Handle, whereof there 
were Forty fixed round the Edges of the 
Frame; and giving them a sudden Turn, the 
whole Disposition of the Words was entirely 
changed. He then commanded Six and Thirty 
of the lads to read the several Lines softly 
as they appeared upon the Frame; and where 
they found three or four Words together that 
might make part of a Sentence, they dictated 
to the four remaining Boys who were Scribes. 
This Work was repeated three or four Times, 
and at every Turn the Engine was so contriv- 
ed, that the Words shifted into new Places, 
as the square Bits of Wood moved upside 
down. 

Six Hours a Day the young Students were 
employed in this Labour; and the Professor 
showed me several Volumes in large Folio al- 
ready collected, of broken sentences, which 
he intended to piece together; and out of those 
rich Materials to give the World a compleat 
Body of all Arts and Sciences. 

(Although it is not germane to my main 
line of argument, I must mention here the 
peculiar fascination that this scheme or its 
lineal descendants, the chimpanzees with type- 
writers to type out, eventually, all the books 
in the British Museum or, presumably, the 
very large computer with all the words in 
the English language in its memory, as well 
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as all the rules for generating English sen- 
tences has held for me since I learned that 
someone, possibly Poincare, showed that by 
the time they or it had finished writing all 
the books that had been written, they or it 
would have written all the books that have 
never been written!) 

As Gulliver said farewell to beautiful 
Lagado and set sail for Glubbdubdrib, he 
took with him two linguistic "facts" that 
he had learned: 

(a) Words are the Names of 
Things. 

(b) Sentences are combinations 
of words that humans recog- 
nize as sentences. 

How much more do we "really know" 
than Lemuel Gulliver did? 

The Mental Universe 

To answer this question, it was neces- 
sary first to establish a frame of reference. 
Each of us, as we crawl like pink four-di- 
mensional worms across three-dimensional 
space on our way from womb to grave, lives 
simultaneously in at least three universes: 
The mental, the physical, and the linguistic. 

We can know only one mental universe 
thoroughly, our own, and we may count 
ourselves fortunate if we have not had to 
pay $25 the 50-minute hour to learn that. 
We can only infer what other mental uni- 
verses ..! like by analogy, always a danger- 
ous wi, -how many of the assorted woes 
of mankind have stemmed for the simple 
statement: "I think this way; therefore he, 
or even more dangerously, she must think 
this way,"—and by observation of response 
to stimuli. When, in 1913, John Watson 
closed the "bloodshot inner eye of American 
psychology" (6), the profession started to 
train their exteroceptors on the laboratory 
animal and, eventually on other humans 
(starting,   of   course,   with   graduate   stu- 



dents.) Thus association psychology became 
behavior psychology, now testing the re- 
sponse of other organisms on a question- 
answer, stimulus-response basis. 

I am not at all sure that this has helped 
my personal understanding of my rational 
and creative processes any more than has 
the amazing cleverness of the neurophysiol- 
ogists in poking tiny wires into various 
nerves and measuring the voltage they find, 
or the ever increasing feats of "mental" 
dexterity that computers are being taught to 
perform. 

I do however find it useful to think of 
the mental universe in computer terms as a 
"logic" and a "memory," and to borrow 
from the systems sect that branch of lower 
demonology I call "black box mysticism"— 
the notion that if I can describe in fairly 
precise terms what something does it is not 
really necessary for me to understand how 
it does it, unless I want to make another 
black box to do the same thing (7). The 
memory then, in my terminology, consists 
of "tokens," a term deliberately chosen for 
its ambiguity and lack of connotations—the 
reader may, as he will, substitute thoughts, 
ideas, concepts, percepts, images, sensations 
for "tokens." Some of these tokens corre- 
spond, more or less to words, and can be 
expressed linguistically as words or combi- 
nations of words—Seire est dicere posse, "to 
know is to be able to speak;" others most 
certainly can only be expressed linguistical- 
ly with a great deal of trcuble. 

There is a fundamental paradox of men- 
tal activity: one must remember in order to 
survive, one must forget in order to stay 
sane Since people do, usually, both survive 
and stay sane, it is convenient to assume 
that these tokens are stored in areas of var- 
ied functional accessibility—that some are 
harder to get to than others. 

The "logic," corresponding perhaps to 
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core memory, has at least two different jobs 
to do. One is just what the name applies— 
to store the rules for the regular and normal 
use of tokens. "A implies B" 99 plus per- 
cent of the time is the sort of rational oper- 
ation this logic does more or less well. 

Another part of this logic might more 
properly be called an "illogic." It is, I think, 
what I mean when I say "I." It is what dis- 
tinguishes me from you, and both of us 
from the animals. Its most important role, 
in the context of this discussion, is simple 
to state and impossible to define. It recog- 
nizes felicity; it tells the writer when he has 
hit upon just the right combination of 
words, the artist on the right line, the scien- 
tist when he has hit on the right guess for 
the structure of a complicated organic 
molecule. (Is it necessary to point out that 
no two felicity recognizers are alike? Scien- 
tists' hunches may be wrong; people do write 
lousy prose and paint worse pictures.) 

There is one other factor recognized by 
all of us who have ever been stared down 
by a blank piece of paper. What starts the 
machinery going? There must be an "idea 
generator" or a "hypothesis generator" 
partially, but only partially, under control of 
the logic which starts the tokens churning 
in various logical and illogical combinations 
past the "felicity recognizer." The process 
is both deterministic and probabilistic, and 
"I" is not always very good at starting it 
or turning it off, although it is possible for 
example for "I" to ask myself, "Where did 
I see that before?" and forget about the 
search until the answer pops into conscious 
attention. 

Aldous Huxley has put this far better 
than I can in his essay, "Knowledge and 
Understanding," (8), when he writes: 

Hew do electro-chemical events in my brain 
turn into the perception of a quartet by 
Haydn or a thought, let us say, of Joan of 
Arc?   I  haven't  the  faintest idea—nor has 
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anyone else. Or consider a seemingly much 
simpler problem. Can I lift my right hand? 
The answer is, No, I can't. I can only give 
the order; the actual lifting is done by some- 
body else. Who? I don't know. How? I don't 
know . .. 

Even my claim to think is only partially 
justified by the observable facts. Descarte's 
primal certainty, "1 think, therefore I am," 
turns out on closer examination to be a most 
dubious proposition. In actual fact, is it "I" 
who do the thinking? Would it not be truer 
to say, "Thoughts come into existence, and 
sometimes I am aware of them?" Language, 
that treasure house of fossil observations 
and latent philosophy, suggests that this is 
in fact what happens. Whenever I find myself 
thinking more than ordinarily well, I am apt 
to say, "An idea has occurred to me," or, "It 
came into my head," or, "I see it clearly." In 
each case the phrase implies that thoughts 
have their origin "out there," in something 
analogous, on the mental level, to the exter- 
nal world . . . 

In relation to the subjective "I," most of the 
mind is out there. My thoughts are a set of 
mental, but still external, facts. I do not in- 
vent my best thoughts; I find them. Total 
awareness, then, reveals the following facts: 
that I am profoundly ignorant, that I am im- 
potent to the point of helplessness and that 
the most valuable elements in my personality 
are unknown quantities existing "out there" 
as mental objects more or less completely in- 
dependent of my control. 

This curious collection of goings on in 
the mental universe is linked to the physical 
universe by various input and output de- 
vices. All information that reaches the men- 
tal universe is encoded by the body's own 
encoders if not before it teaches the body. 
And remember, a code is a simplified repre- 
sentation of something else, never contain- 
ing more, and almost always less informa- 
tion than the original. 

Output may be either linguistic, paralin- 
guistic, or kinesic. The distinction is a use- 
ful one to remember. Consider a sound film 
of this talk. Take the sound track and give 
it to a secretary to transcribe. By this defi- 
nition, the information on the typescript is 
linguistic; the difference between the infor- 
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mation on the typescript and the sound 
track—intonations, stress, pronunciations— 
is paralinguistic. The information you get 
from shutting off the sound and watching 
the silent film of my gestures and body 
movements is kinesic. 

To summarize, then, the mental universe 
with the possible exception of the one you 
own and occupy—not as the captain of your 
soul but only as its noisiest passenger—may 
be thought of as a sealed box, containing 
a memory store, composed of tokens and 
associations between tokens, a logic and a 
felicity recognizer linked to the store 
through a random idea generator and con- 
nected to the physical universe through a 
series of encoded inputs and outputs. 

The Physical Universe 

I intend » treat the physical universe 
quite cavalierly. It exists. I take refuge in 
the naive realism which is said to be the 
highest form of philosophical sophistication 
and refuse, at least in this context, to dis 
cuss neither whether common sense, in fact, 
applies to quantum physics; nor the prob- 
lems of the observer who is himself a part 
of the universe he is observing; nor wheth- 
er the object of scientific knowledge can 
ever be known directly through observation 
or experimentation or whether it can only 
be known through speculatively observed 
theoretic construction or axiomatic postala- 
tion, which can be tested directly and ex- 
perimentally only through its observed con- 
sequences (9). 

There seems to be no great harm in 
.agreeing with the physicists—it might even 
make them happy—that all the apparently 
independent existents in the physical world 
are built up of a limited number of patterns 
of identical units of energy, and that an ul- 
timate physical identity underlies all the 
apparent physical diversity of the physical 
universe, and that all apparently indepen- 
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dent existente are, to a greater or lesser 
extent, interdependent. 

It is important to note that the physical 
universe is even less susceptible to direct 
observation than the mental universe. We at 
least have the advantage of living as a priv- 
ileged observer in one of the many sealed 
compartments of the mental universe; we 
are completely shut off from direct obser- 
vation of the physical universe. We can 
only form hypotheses in the closed caskets 
of our skulls, and test them by making 
pointer readings. 

The Linguistic Universe 

Error is never so difficult to be destroyed 
as when it has its roots in language. 

B entkam 

I have almost completed my inetaphor. 
We have a very large black box indeed, con- 
sisting of the physical universe as it is, was, 
and will be—a world, we hope, without end. 
We have another very large set of much 
smaller black boxes, consisting of the pri- 
vate mental universes of those who are, have 
been and, we hope, will be. One thing is 
lacking—the set of cables to connect these 
black boxes into a multi-dimensional net- 
work of almost infinite connectivity in space 
and time. These connections, or more proper- 
ly the information they convey form the lin- 
guistic universe, and, when we come to the 
linguistic universe, we can heave the same 
sort of sigh of relief that a repairman does 
when he finds that Inscrutable Box A is 
linked to Unfathomable Box B with a multi- 
stranded cable, all laid out nicely for his 
test prods. He may not be able to decipher 
the signals, but at least he has signals to 
decipher. 

Related sorts of signals clump together 
into languages, and the study of these lan- 
guages is the sphere of linguistics in the 
broadest sense. There are all sorts of lan- 
guages, of course: the natural languages of 
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human reality; the formal object languages 
of chemistry and physics; the abstract for- 
mal languages of mathematics, which may 
bypass the physical universe entirely in 
talking non-sense, but non-sense of the most 
rigorous sort. There are whole hierarchies of 
metalanguages—the languages used to talk 
about languages. All languages» however, 
possess to a greater or lesser degree the 
following attributes: a vocabulary of sym- 
bols, and a set of rules—call them grammar, 
syntax, calculus, or what you will—for 
combining these lesser elements into mean- 
ingful statements. 

It can not be repeated too strongly or too 
often that symbols have no meanings in 
themselves. "Meaning" is a property that a 
human being confers upon a symbol; it 
takes two who more or less agree to turn 
this into useful meaning. A private lan- 
guage is no language at all. A thought ex- 
pressed in symbols that are the private prop- 
erty of the thinker remains his private 
property. 

Or, as Adam Schaff (10) puts it: 
Every material object, or the property of 

such object, or a material event, becomes a 
symbol when in the communication process it 
serves, within the framework of a language 
adopted by the persons who communicate, the 
purpose of conveying certain thoughts con- 
cerning reality, that is concerning the external 
world [my physical universe—h.w.] or concern- 
ing inner experiences (emotional, aesthetic, 
volitional, etc.) [my mental universe—h.w.\ 
of any of the parties to the communication 
process. 

WORDS AND WORD-BOOKS 
Above aü else rely on words 
Then you can pass through 

the safe gate 
Into the temple of aU certainty 
Where even ideas are wanting. 
A Timely word will serve as well. 

Mephistopheles 

The name of a thing is something dis- 
tinct from the qualities of that thing. 

Karl Marx (11) 
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The sign is fixed arbitrarily, the word 
has its own history, owing to which it 
lives its own life, independently of us. 

S. L. Rubinstein (12) 

Words are the symbols by which we earn 
our livings. They are perhaps the largest 
and, at least to me, the most interesting 
class of symbols. What is a word, and what 
is meant by "means" in the phrase, "X 
means Y"? 

To start off with, neither you nor I 
"really know" what a word is. There is a 
very precise definition: "A word," some 
linguists say, "is a sequence of graphemes 
occurring between spaces." This illustrates 
the first and second of the very many prob- 
lems which one encounters in dealing with 
languages. Firstly, that rigorous definitions 
are not necessarily useful, and useful defini- 
tions are almost never rigorous. Secondly, 
that a definition is like a banker who will 
not lend you money until you can prove 
that you don't need it. Unless you can figure 
out that a "grapheme" must be a mark 
of some sort, the definition means nothing 
to you. 

The Definer Defined 

Ever since you were very young, you 
have been told that if you want to find out 
what a word "means" or, more precisely, 
how it has been defined by one not too par- 
ticular dictionary maker, you should "look 
it up in the dictionary." It is a curious fact 
that ours, perhaps because of the hyper- 
trophy of the English language, is one of 
the few cultures where teachers work to in- 
still "the dictionary habit," and which in- 
cludes definitions of words so common that 
no one would conceivably want to look them 
up (13). 

Dictionaries are, or at least should be, 
built on the basis of some specific theory 
of meaning. Most defining dictionaries 
seem to be based on a model which assumes 
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a meaning proper ("signification." 'com- 
prehension/' "intension" in various termi- 
nologies) and the things meant by any sign 
("denotation/' "reference." "extension," 
etc.). This dichotomy, which goes back at 
least to medieval philosophy, was discussed 
in 19th-century linguistics under the head- 
ing of "inner form," and in post-Saus- 
surean linguistics in connection with con- 
tent substance versus content form. 

Aristotle Was Class Conscious 

Dictionary definitions tend to follow the 
classical Aristotelian pattern of genus, 
species, and differentia. "A is a member of 
class B, from which it differs in the follow- 
ing particulars" poses a practical problem 
which we shall encounter again and again, 

"A's" in general may also be members 
of classes C, D, E and so on; a specific "A 
thing" at a given time may be a member 
of any, all, or none of these classes. "Auto- 
mobiles," in general, belong to the class of 
self-propelled vehicles. My particular, per- 
snickety Morgan resigns its class member- 
ship while I, or preferably my wife, pushes 
it down the driveway to get it started. 

There are other problems with state- 
ments of class membership. There is the 
formal problem of generics; each class in 
which a concept is placed has its own "fam- 
ily tree." There is the chronic confusion be- 
tween words and their nominata—whatever 
it is that they are supposed to represent 
symbolically—so that we are never quite 
clear as to whether we are dealing with the 
one or the other. 

In spite of all these limitations, the basic 
logic with which we must deal with words 
is the classical logic of Aristotle and the 
Schoolman, the "class calculus" or the logic 
of terms and classes. A class is defined by 
its members; in lexicography, it is the class 
of all words assigned to it by the lexicogra- 
pher. And, in the logic of classes, all you can 
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say about a given word is whether it does 
or does not belong to a given class, or com- 
bination of classes: A, A or B, A and B, or 
not A, not B. 

Include Me Our 

Because of our usual muddle between 
words and what they stand for, it is im- 
portant to keep in mind the distinction that 
Quine made in his Mathematical Logic be- 
tween inclusion in a class, and membership 
in a class. Where "x is included in y," it 
may or may not be the case that a partic- 
ular "x is a member of y," and where "x 
is a member of y," it may or may not be 
the case that that particular "x is included 
in y. tt 

The "class of cats/' for example, is in- 
cluded in the class of animals, but is not 
a member of it. That is, each particular cat 
is an animal, but the "class of cats" is not 
an animal. On the other hand, the "class of 
Mormons" is a member of the "Class of 
Christian religions," but is not included in 
it. It is true that the "class of Mormons" is 
a Christian religion, but not true that each 
individual Mormon is a Christian religion. 

Dictionary definitions are not necessarily 
ruled by the problems of formal Aristote- 
lian logic (14). The problem of synonymy 
might be viewed as a problem in class mem- 
bership when a word is defined as mean- 
ing the same as some other word. I tend to 
view each word as belonging to a class with 
one member, itself, and side with Fowler 
(15) when he writes: "Synonyms, in the 
narrowest sense, are separate words whose 
meaning, both denotation and connotation, 
is so fully identical that one can always be 
substituted for the other, without change 
in the effect of the sentence in which it is 
done. Whether any such perfect synonyms 
exist is doubtful: gorse and furze may per- 
haps be a pair." Fowler goes on to point out 
that misapprehension of the degree whic« 
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words are synonymous is responsible for 
much bad writing of the less educated kind; 
thßt nearly all words are partial synonyms 
and that synonym books in which differ- 
ences are analyzed may have been engross- 
ing to the writer but offer the reader noth- 
ing but boredom. "Everyone must, for the 
most part, be his own analyst, and no one 
who does not expend a good deal of care 
upon points of synonymy is likely to write 
well." 

Semantic Dictionaries 

The problem of synonymy and class 
membership meet in the so-called "seman- 
tic dictionary." Semantic dictionary makers 
try to combine words into classes, and these, 
in turn, into even larger classes to come up 
with a minimum number of very large 
classes corresponding to some sort of se- 
mantic factors. Words are then defined by 
their membership in the appropriate com- 
binations of these classes. The Western Re- 
serve University Semantic Code Dictionary 
(16) had, at least as printed in November 
of 1957, some 214 semantic factors; the cur- 
rent record would seem to be held by R. H. 
Richen's NUDE (which comes with various 
Marks) and works with 48 elements (17) 
and defines money as SIGN: STUFF. 

To me, as one who has neither made nor 
used them, these dictionaries suffer from 
one major disadvantage. There is no ques- 
tion that those familiar with making them 
can display fantastic, ingenuity in making 
words fit into their categories. Information 
is inevitably lost when coding is done, and 
I am not at all sure that all of the original 
information can be successfully reconstitu- 
ted from the code. 

On the other hand, since these dictionaries 
were never intended to be used for the pur- 
poses for which you and I use a dictionary— 
one was built for machine literature search- 
ing, the other to provide an interlingua for 
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mechanical  translation—this  criticism  may 
not be relevant. 

Other sorts of definitions encountered in- 
clude the denotative and ostentative methods 
of pointing at specific things, either described 
in words (denotata) or in the pretty pictures 
with which we lure our children into the 
dictionary habit. ("Marred as it was by the 
cheap sensationalism of its coloured plates" 
is my favorite phrase to describe the 14th 
edition of the Encyclopedia Britannica 
(18).) ride-giving definitions: "The rule 
for T is that it is to be used by each utterer 
to indicate himself/' and various analytic 
and synthetic methods. 

What Your Dictionary Won'* Tell You— 
Behaviorism 

There are other theories of meaning 
which the dictionary makers can afford to 
ignore, but which we cannot. There is a be- 
haviorist or psycholinguistic school, for ex- 
ample, which admits that although meanings 
are psychic states completely inaccessible to 
direct observation, words do affect both 
actions and emotions. Although, as I pointed 
out in my discussion of the mental universe, 
each personal set of tokens and connections 
between tokens is unique, psychologists have 
demonstrated the existence of impressive in- 
terpersonal norms for the emotive force of 
many words. Words do have meaning as they 
affect oneself and as they affect others; a 
writer ignores this fact at his own peril. 

Information Needn't Please 

Another aspect of meaning is borrowed 
from information theory. Information, in 
short, is a measure of the unpredictable. If 
you know what an article in, for example, 
Reader's Digest, is going to say, there is no 
point in your reading it. There is a nasty 
little game that you can play with any author. 
Stop at the bottom of any right-hand page 
not ending with a period and try to guess 
what the word on the top of the next page 
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is going to be. I find that I score particular- 
ly well on those books I never finish read- 
ing! 

Our hypothetical hypothesis generator is 
certainly at work here: forming hypotheses, 
on the basis of the previous words read, as 
to What the next word will be, and checking 
its guess before moving on to the next word 
in the string. I suspect that this is also the 
linguistic basis for good "speed reading;" 
that this same process of forming hypotheses 
and checking identities &iA non-identities is 
what lets you accept or reject a word at a 
glance rather than slowing down and read- 
ing it letter by letter. 

From the point of view of the dictionary- 
maker, the probability of a term's occurrence 
is directly proportional to its banality, or 
meaninglessness. It is possible to analyze 
other people's writing as alternating pulses 
of banality, but it's hard to build a dictionary 
this way. 

Linguistic Philosophy and Double Talk 

Closely related to this is the view of 
British linguistic philosophy: "The mean- 
ing of a term is its use in the language," or, 
as Bertrand Russell once said: "Every word 
is a universal, each use of which is an in- 
stance." Words, by this viewpoint, can only 
be understood in context. This is certainly 
the way you and I enlarge our vocabularies; 
we resort to dictionaries only when we can 
not understand the word in context. This 
is also a favorite trick of both science fic- 
tion writers and double-talk experts: "If 
you want to fly, all you have to do is 
aufglabe the freel" is a good and incompre- 
hensible sentence in both of these art-forms. 

How Little Is Enough? 

This viewpoint both simplif: o and com- 
plicates matters. We would agree that a 
word can best be understood in context, and 
that the size of the context must bear some 
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relationship to the decrease of ambiguity of 
meaning. It should be possible then, defin- 
ing n as the number of words on both 
sides of a given word to test the question 
asked by Warren Weaver in 1955: "What 
minimum value of n will, at least in a toler- 
able fraction of cases, lead to the correct 
choice of meaning for the central word ?" 

This test is, in fact, being conducted 
every day by those who make and use var- 
ious forms of KWIC—Key Word in Context 
—indexes of titles. It poses one small prob- 
lem for the dictionary maker, however. A 
basic working vocabulary of say, 10,000 
words, would contain 100 million possible 
pairs of words, if one simplified the compu- 
tation by considering "AA" to mean "very 
A" and ignored the fact that AB might not 
mean the same as 6A, a factor which would 
double this number. The number of possible 
combinations of 10,000 words taken five at 
a time, surely not an unreasonable request, 
amounts to 10 followed by 20 zeros, a num- 
ber I can not pretend to comprehend. 

Let me give you a simpler example, 
somehow more appropriate to Colorado. 
How many poker hands can be dealt from 
52 card*?? (The number is curiously close to 
R. H. Richen's 48 elements of NUDE, taken 
5 at a time.) There are possible (19): 

4 Royal flushes 
36 Other straight flushes 

624 Four of a kind 
3,744 Full house 
5,108 Flush 

10,200 Straight 
54,912 Three of a kind 

123,552 Two pairs 
1,098,240 One pair 
1,302,540 Nothing 

giving a grand and glorious total of 
2,598,960 possible 5 card hands, or, in my 
analogy, possible 5-term phrases from a 
vocabulary of 52 words. 
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I suspect that the size of these numbers 
shows severa.' things: why people persist in 
playing poker; why makers 01 semantic dic- 
tionaries or, for that matter, classification 
systems feel no need to multiply their cat- 
egories ; and, why dictionary makers content 
themselves with the necessary minimum of 
quotations to illustrer the use of words in 
context. 

Must We Write Pidgin? 

The almost limitless possibilities offered 
by concatenating a relatively few simple 
words should not lead us to relax and follow 
the prescription of the manuals on technical 
writing and the fog-index boy3: "Use short, 
simple words." There are at least two catch- 
es to this—one which I will mention later in 
my discussion of meaning, and one which is 
pertinent here. Scientific papers are distri- 
buted in two ways—direct from the writer 
to the reader and via some sort of indexing 
and reference service. You can reach the 
readers you know about on direct distribu- 
tion; you can only reach the readers you 
don't know about through an indexing sys- 
tem, and, if your paper is not properly in- 
dexed, it won't be found. 

Indexing is done by people today; it may 
well be done by computers tomorrow. Both 
machines and people seem to work the same 
way in the first level of indexing. They try 
to pick out those single words in a document 
which will distinguish it from all other doc- 
uments. The words used for indexing are, 
in a statistical sense, the unusual words. 
There is no point in using "group" for an 
indexing term unless you can find out 
whether it refers to a sibling, a chemical, 
or a mathematical group. "Him fella big 
box, you fight him he cry," is a perfectly 
good phrase in pidgin (20); "piano" is 
probably a better indexing term. 

Most of us have been conditioned by 
Philistines who say that readers will balk 
if they encounter unfamiliar words. I sub- 

-20- 

■ 

* 



mit that if you don't use at least a few un- 
familiar words to help the indexers do tneir 
jobs, the reader may never find your paper 
at all. 

I have my own hypothesis, completely 
unverified by any experimental evidence, 
as to why some readers object to unfamil- 
iar words. It stems from something that 
C. S. Lewis once wrote about the two ways 
of reading a poem. In the one way, you use 
the poem as a stimulus for your own pri- 
vate reveries; in the other, you struggle 
to understand what the author is trying to 
say. In Lewis' very British metaphor, in 
the first case, you get a motor to help you 
ride your bicycle more easily along old, 
familiar pathways; in the second, you get 
someone to guide you along new, unfamiliar 
pathways. The first obviously involves less 
effort than the second, and the human 
animal can be lazy. 

Have you ever listened to a conversa- 
tion in which the operative phrases seem to 
be: "Djuh get what I mean, hunh?" and a 
random mix of "Uh-huh" and "Unh-unh," 
and get the impression that each party was 
basking in a private glow of understanding 
the other without, perhaps, doing so at all. I 
will admit that the paralinguistic aid ki- 
nesic aids of intonation, stress, gesture and 
feed-back are probably what help us convey 
complex ideas with relatively small speaking 
vocabularies, but the writer does not have 
these crutches. 

Writers have their own version of 
Catch-22. The short, simple words we are 
told to use let our readers think their own 
thoughts instead of ours; if we try to make 
them think our thoughts with precise, and 
thereby almost by definition, unfamiliar 
words, our readers may not bother to make 
the effort. 

It would be possible to dismiss this cur- 
sory discussion of the various theories of 
meanings of words with a paraphrase from 
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Gibbon (21): "Theoreticians find them 
equally false; linguists equally true; and 
writers equally useful." There are, however, 
two more points I wish to make. 

The Dictionary Makes You Do The Work 

The first of these is a practical matter, 
which I encourage you to test for yourself. 
Take a big piec f paper and a good, big 
dictionary; it wcrks even better with big, 
bad dictionaries. Look up the definition of 
a word and write it down at the top of the 
page. Then look up each of the words used 
in this definition and write these down on 
the next line. Take a red pencil and draw 
lines between these words and the word 
on the line above. Whenever the same word 
occurs on two different lines, draw a line 
between them. Keep on doing this until you 
get tired or run out of paper. Take a look 
at what you have. 

You will find that you have generated 
two patterns, rings and trees. A ring is a 
closed loop, where "a" is defined as "b" is 
defined as "c" is defined as "a." This is a 
circular definition of the infuriating sort 
you find in poor indexes which, under 
"boats" say "See ships," and under "ships" 
say "See boats." 

Trees are branched structures with the 
ends connected to nothing else at first 
glance. In fact, these chains relate to you— 
to something you must be capable of doing 
or comprehending. 

Let's look at the dictionary definition of 
"word." "A word is an articulate sound or 
series of sounds which, through convention- 
al association with s"»me fixed meaning, 
symbolizes and communicates an idea . . ." 

Analytically, each of the functional 
words in this definition relates to something 
that you do. ''Articulate" is an operation 
performed with your vocal organs; "sound" 
is something heard with your ear. I do not 
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see how the words "conventional," "associa- 
tion," and "fixed" can relate to anything 
but your experience; it seems equally ob- 
vious that "meaning," "symbolizes" and 
"communicates" all relate to you; and "idea" 
must be something going on in your head. 

In short, all dictionaries are bi-lingual. 
The normal sort of bi-lingual dictionary 
translates, say, French to English. What 
we usually think of as solely a monolingual 
English dictionary is successful only as far 
as it can translate English into "you." 

Unfortunately, there is little help that 
dictionaries can give in translating "you" 
into English, helping you to find the right 
word precisely to express a particular con- 
cept. This is a job for the "hypothesis gen- 
erator" to do—to form a series of hy- 
potheses about what it might be called until 
you hit upon the right one. And heaven 
help you if you can't spell the word you are 
trying to look up! 

What Words Do 

The other matter of which I wish to 
speak is my concept of what a word does. 
You will recall my discussion of the men- 
tal and physical universes connected by the 
linguistic universe into an n-dimensional net. 

7~*viS can serve as tokens within our men- 
tal universes and as links between our men- 
tal universe and other mental universes and 
the physical universe. This is not to say 
that they do the job well. As Aldous Hux- 
ley writes (22): 

We are human because we talk, and the 
universe in which we live is largely a home- 
made affair, carved cut of the given world 
by our vocabulary and syntax, and re-created 
by ourselves so as to conform in its structure 
to the structure of the language in which we 
happen to have been brought up . . . the well 
remembered dialect in which we talk to other 
human beings, the native language ... in 
terms of which we do most of our learning, 
almost all our thinking and even much of 
our feeling and perceiving. (Our perceiving 
is hardly ever of events as they are imme- 
diately given; it is rather of our own ready- 
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made, verbalized concepts projected by the 
perceiver into the outside world and super- 
imposed, so to speak, upon the objects of our 
immediate experience.) Our dependence on 
language is such that, for the most of us, 
words no longer stand for things—rather 
things stand for words, and objects are treat- 
ed as so many illustrations of our verbalized 
abstractions. No language is completely true to 
the inner and outer world, to which it is sup- 
posed to refer. 

Words Plus Words Make 
Sentences 

By being so long in the lowest form 
(at Harrow) I gained an immense ad- 
vantage over the cleverer boys . . . I 
got into my bones the essential struc- 
ture of the ordinary British sentence 
—which is a noble thing. 

Winston Spencer Churchill (28) 

The Mystique of Sentencehood 
A language is more than its vocabulary, 

no matter how large that vocabulary may 
be. It must also have a set of rules or usages 
for putting these symbols together into some 
sort of larger unit. We call these rules syn- 
tax or grammar, and at least some combi- 
nations of words put together into large 
units, sentences. 

There is a rigorous definition of a 
sentence: "A sentence is a string of lexes 
or word forms having the initial letter of 
the first word capitalized, and the last let- 
ter of the last word followed by a period." 

There is an operational test of sentence- 
hood: words put into a sentence are easier 
to remember than the same set of words in 
almost any other order. Take, for example, 
the set of words: "furiously," "smoke," 
"ideas," "green," "colorless," and "the," 
and try to remember them. Then write these 
words down in reverse order: "The color- 
less green ideas smoke furiously." This is 
a sentence; its reverse is not. You can re- 
member the one and not the other. There 
is apparently no requirement that a sen- 
tence make sense to be a sentence. 
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Must One Be Elegant? 

There is another curious aspect of sen- 
tences in English. Unlike other languages, 
English is comparatively uninflected. There 
are relatively few hooks and eyes on the 
ends of our words to tell us which other 
words they connect with or modify. We 
must rely upon the order in which we write 
words rather than the way we inflect them. 
Yet in many ways English word order is re- 
dundant. As a highly developed and free 
language, English word order becomes less 
and less necessary for the conveyance of 
meaning as contrasted with elegance of ex- 
pression. We really have no difficulty in 
understanding the Pennsylvania Dutchman 
who says, "I will go the house in," nor Wins- 
ton Churchill's "This is the sort of arrant 
pedantry up with which I will not put." 
When young people study misplaced modifi- 
ers in a high school grammar course, the 
recognition of meaning enables them to 
correct the position of modifiers, i.e., to 
restore grammatical elegance. 

As Mortimer Taube has written (24): 

I think it more true to say that meaning 
in English is a matter of context as contrast- 
ed with order, although any individual con- 
text might be ordered in accordance with 
grammatical rules. The point here is quite 
important . . . Chomsky and others have ar- 
gued that all ambiguity of meaning results 
from ambiguity in grammar. I have argued in 
Computers and Common Sense and elsewhere 
that sentences may be ambiguous because 
of an undefined context even though their 
grammar is correct. The reverse situation is 
also true. Sentences may have bad grammar 
without being ambiguous in meaning. 

I have heard of a computer program for 
generating euphonious artificial words to 
name new drugs; there are certainly many 
computer programs for generating gram- 
matically correct English sentences; I know 
of no computer programs for generating or 
recognizing felicitous sentences, although 
T will admit that the Librascope Auto-Beat- 
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nik does a surprisingly good job in writing 
dada or surrealistic poetry. This is not to 
decry the importance of "good" writing. 
There is too much of the other kind. It is 
only to admit that I know of no operational 
definitions for it. 

It's Art, but Is It Pretty? 
The "Felicity recognizer" in my hypo- 

thetical mental universe knows when it has 
hit upon a good thing; I do not know how 
it knows. There are, however, two ways 
in which you can test how well it is work 
ing. 

I borrow the first from Robert Graves, 
who tells somewhere of how he studies the 
writings of other poets by copying them 
out in longhand. He claims that this is an 
almost infallible guide to spotting where 
the other poet has been trapped into for- 
cing a rhyme, or tried to disguise the fact 
that he was stuck for the right word or 
phrase. 

Most of us are not poets, nor do we have 
the time to copy our writings out in long- 
hand, nor in the real world for that mat- 
ter, do we have the time to follow the ex- 
cellent and neglected device of putting a 
piece of work away for a month or so and 
coming to it as a critical stranger. 

Those of us who compose on the type- 
writer would certainly benefit if we did not 
have secretaries, and had to re-type what 
we wrote. You can cut out a lot of super- 
fluous words if you have to do the typing 
yourself. The easy writing of dictating can 
make for especially bad reading. 

There is, however, one simple practical 
thing to do with any piece of writing after 
you have finished it. Read it aloud to some- 
body. Both the verb and the predicate are 
important; it must be read aloud, and there 
must be someone listening. (This is prob- 
ably why the Ancient Mariner made such 
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a nuisance of himself at the wedding-—he 
was looking for audience feed-back on a 
random sampling basis.) 

Reading a piece of prose aloud works, 
and I think I know why it does. One ob- 
viously must do it for a speech. Each of us 
has his personal cadences of intonation and 
stress in spoken English; one's sentences 
must match these speech rhythms, or much 
of the paralinguistic information is lost. I 
do not envy the ghost-writer who must 
write a speech for someone else to deliver 
nor, for that matter, one who has to deliver 
a speech he has not written. Is it tautolog- 
ical to say: "Good English can be read a- 
loud?" "You write just like you talk" is not 
a pejorative statement. 

The reason why writing that may never 
be read aloud in public should always 
be read aloud in private is a little more eso- 
teric. Writing tends to be done in fits and 
starts, in bits and pieces. Speech is contin- 
uous discourse. I suspect that running the 
angular, multijointed monster that comes 
out of your typewriter past your vocal 
cords—the "felicity recognizer" working all 
the while—is perhaps the best way of grind- 
ing off the welds and producing, if not a 
micro-finished, at least a tolerably accept- 
able piece of prose. 

Enough of the quagmire of aesthetics 
and the problems of producing practical 
prose. Let me üscend into the empyrean of 
the theoretical and then come back down 
to the real world again by discussing, first- 
ly, syntax and secondly, certain formal def- 
initions of sentences. 

Syntax Is Taxing 

Syntax, speaking very loosely indeed, is 
the body of rules by which words are put 
together to form sentences. (The discussion 
which follows is taken in large part from 
Reference 17 J 
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There are at least three operationally 
differing conceptions of "syntax." 

Syntax as Opposed to "Grammar" 
This is the old-fashioned grammarian's 

definition, according to which a grammat- 
ical operation in any language (such as 
declension, conjugation, or concord) oper- 
ates within a word, whereas a syntactic op- 
eration (such as the government of a noun 
by a preposition or a verb in a subordinat- 
ing clause by the subordinating conjunction) 
operates between words and within a sen- 
tence. 

This distinction ceases to be important 
in the computer processing of natural lan- 
guage text, as is done in mechanical transla- 
tion, since one of the first things that com- 
puter programs for analyzing languages 
tend to do is to split up the natural words 
you and I know into smaller pieces called 
morphemes or chunks, since there are a lot 
fewer kinds of pieces to work with than 
there a*e combinations of these pieces into 
words. It is easier to store the pieces and 
the rules for making words out of them than 
it is to store complete words. 

When you do this, you find that you have 
two different sorts of chunks or parts of 
speech: 

a. A large class of stems, or root-words, 
or content-words, or whatever you like to 
call them. 

b. A small class of auxiliaries, or par- 
ticles, or "bits-and-pieces" of language, 
which can be hooked up to the stem words 
to make natural language words. 

And, you find that the grammarian's def- 
inition of grammar as "operation within 
a word" disappears as you field-strip words 
into their components. 

Syntax as Opposed to "Semantics" 
In one sense, syntax (including gram- 

mar) is what can be formally handled in 
a language; semantics is what cannot. 

•28- 



1 
Alternatively, syntax is the set of all 

these features of a language which can he 
handled without reference to "meaning," 
semantics is what is left o^Ter. 

In both of these definitions semantics 
is always negatively defined. They do not 
talk about what semantics is, only about 
what semantics is not. 

Syntax as Formal Logic 

Syntax can be viewed logically, and 
therefore generally, as the name of a set 
of logical operations which can be per- 
formed on Language, as in the title of Car- 
nap's book, Logical Syntax of Language. 

In this logician's sense of "syntax," 
syntax is defined as some sort of permitted 
operations performed on the units in any 
formal system which can be interpreted as 
a language. 

In this sense, the syntactic operations 
can always be precisely defined. What can- 
not be precisely defined is the notion of in- 
terpreting the syntacticized system as a 
"language." 

In other words, formal syntactic analysis 
in this sense in a language-system designed 
to be interpreted as a real language is a 
formal set of operations performed upon 
the units of a system and nothing more. 
Bar-Hillel has shown conclusively that as 
soon as you are dealing in any genuine sense 
with "real language" you need extra-syn- 
tactic as well as syntactic information to en- 
able a machine to detect and to distinguish 
sentences as opposed merely to well-formed 
formulae. A computer cannot deal with 
"You know what a sentence is, don't you ?" 
and even as in the School of Languages of 
the Grand Academy of Lagado, "sentence- 
hood" may still be something that it takes 
a human to recognize. 
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Words and Syntax Equal 
Sentences—Sometimes 

Notwithstanding the highly subjective 
nature of "sentencehood," let me try my 
hand at three formal definitions of sen- 
tences : 

1. A sentence is a statement in the prop- 
ositional calculus. 

2. A sentence is a basic semantic pro- 
gression of topics and qualifiers of these 
topics. 

3. A sentence is a discrete fragment of 
a correlational network of "thoughts," ex- 
pressed as a sequential linear array of sym- 
bols. 

These definitions as stated are essential- 
ly my own. The very first step needed to 
bring them into accord with the rigors of 
their original authors would be to make sure 
that "is" is always read as "may be regard- 
ed as," and never, never, never as "is noth- 
ing but." The second is to recognize that 
these statements may be only statistically 
valid; and all or none of them may apply to 
any given sentence. With these caveats 
nailed to the masthead, let us proceed. 

A Sentence Is a Statement in the 
Propositional Calculus (25) 

In the discussion on words it was shown 
that the basic logic with which we must deal 
with individual words is the "class calculus," 
or the logic of terms and classes. The inter- 
est in modern logic, particularly symbolic 
logic, has shifted to a concern with proposi- 
tions in which terms are combined into 
propositions or statements. It is at least 
tempting to reason by analogy and say that 
this difference between the class calculus 
and the propositional calculus must resemble 
the difference between words and sentences. 

For example, a central grammatical con- 
ception in all language, natural and artifi- 
cial, is that of applying a predicate to a sub- 
ject or subjects; that is, of "saying some- 
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thing about something." Its clearest case is 
that of ascribing some property to a single 
named subject: "Martin is hungry." Al- 
though different languages handle the sit- 
uation in different ways, the situation need 
not be much more complex syntactically 
when the predicate asserts a relation be- 
tween two objects: "Martin ate Pamela's 
cooky." All that is required is to specify the 
relation and to provide a way of distinguish- 
ing the various participants in the tableau. 

Inflected languages use a system of word 
endings; English uses isolating articles and 
prepositions; symbolic logic must use order 
alone. It should be possible, with some in- 
genuity, to map the various predicational 
patterns of English; verbal, prepositional, 
adjectival and substantive upon the bare 
n-adic predicates of symbolic logic, except 
for one minor practical problem. 

One gets the impression that the sym- 
bolic logician dealing with natural languages 
is like the physicist a3ked to play croquet 
who says: "Really, I'd much rather play 
roque"—roque being an advanced form of 
croquet which, even though the wickets are 
only l/8th of an inch larger than the balls, 
and all sorts of bank shots can be made off 
the 3-inch concrete curb surrounding the 
court, is at least played on a dead level sur- 
face with precision ground balls so that all 
shots follow the rules of elastic collisions— 
and finds himself involved in a particularly 
savage form of the game described in "Alice 
in Wonderland," with the hedgehogs used 
as subjects and predicates, when they are not 
being violently antagonistic, or quite the 
converse, turning around and nipping the 
players on the ankles, and the flamingoes, 
used as verbs, suffering from acute protein 
deficiency and not really caring where they 
get their essential amino acids. "Would that 
croquet were ruly" is a characteristic utter- 
ance in such circumstances. 

Notwithstanding these  vocational   haz- 
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ards, brave souls can be found to carry on 
the good work. Bohnert of IBM is trying 
to work from symbolic logic towards 
natural language; Walter Sillars of the Na- 
tional Bureau of Standards is trying to re- 
duce English to logical formalisms. There 
is the Chomsky hypothesis that a full lan- 
guage can be mechanically constructed by 
deriving ic mathematically from a small set 
of key-forms or kernels; Zellig Harris and 
his co-workers at the University of Pennsyl- 
vania are busily trying to develop rules for 
reducing complex English sentences to such 
kernels by a process not dissimilar to the 
"parsing" we were taught in grammar 
school. 

Logic, as someone has said, can only 
prove that statements are false, or at least 
contradictory; it can not prove that they 
are "true" and stay within the logical sys- 
tem. 

There is no doubt in my mind that tliis 
approach, the reduction of sentences to 
statements in the propositional calculus, can 
teach us the skeletal structure of a sentence 
and perhaps reveal certain logical fallacies. 
The well-defined formulae it will someday 
yield must still be fleshed out with extra- 
syntactic information to give us sentences 
we can use. 

A Sentence Is a Basic Semantic Progression 
of Topics and Qualifiers of these Topics 

Take care of the sense, and the sounds 
will take care of themselves. 

The Duchess 

The precise converse of this statement 
is the basis of the so-called Guberina hy- 
pothesis or "semantic square" (17); so 
called because I am not at all sure that the 
inventor would recognize it in its present 
rapidly-evolving form. Pietar Guberina is 
Director of Phonetics, Zagreb, Yugoslavia, 
where he specializes in teaching deaf children 
to speak languages other than their own. Gu- 
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berina believes that each language has a 
characteristic pattern of intonation which 
it uses to convey meaning, and that the 
basic overall intonational rhythms of any 
language are the first and easiest thing for 
a foreigner learning the language to pick 
up and understand. 

Spoken English, for example, has two 
"tunes," falling and rising. The falling tune 
is declarative, complete and confident; the 
rising tune is hesitant, unfinished and 
doubtful. These "tunes," unfortunately, do 
not correspond to known grammatical struc- 
tures. 

Guberina's hypothesis is that at the ba- 
sis of all human communication there is a 
single semantic pattern consisting of four in- 
ferentially and sequentially connected points 
which he calls the "Semantic Square." This 
pattern is prior to all grammar and syntax 
and is what the hearer—more especially the 
deaf hearer—tries to get hold of in order 
to try to understand what is said to him. 
Guberina believes that from the combina- 
tion and variation of such squares, all hu- 
man communication as found in spoken 
language can be built up. 

The easy case to find of a semantic 
square is that of two paired predicates: 

Ann cooked supper; 
but 

Pamela fixed breakfast. 

There are four primary points of se- 
mantic intersection: 

(1) (2) 
Ann 

Proper Name supper 
GIRL: FOOD: 
NAME 

(3) 
Pamela (4) 

Proper Name breakfast 
GIRL: FOOD: 

NAME 
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These four are Guberina's "square 

points." They are also the points which car- 
ry the primary stresses when the sentence 
is pronounced in English. It can be argued 
that the full stress-points or choice points 
of an utterance give the semantically im- 
portant words, the essential message, and 
it may well be possible that the essential 
words of a message form a noisy semantic 
system—the elements of which have to re- 
move the noise from those preceding them. 

The Guberina hypothesis is, at the very 
least, a fresh semantic basis for human com- 
munication. If the primary task of the re- 
ceiver of any communication is to "Find the 
Semantic Square" and if the text gives him 
sufficient phonetic, syntactic, and semantic 
indications, he, himself, can fill in seman- 
tically the remainder of the pattern. He 
only needs to know the characteristics of 
squares, not the facts of all human knowl- 
edge, to enable him to do so. And, if he 
can once sufficiently detect the presence of 
an incomplete semantic square, he can com- 
plete it by adding new semantic intersec- 
tions or antitheses which, until that com- 
munication was made, never existed in any 
language. He can cause the language to 
evolve. He can say something new. And no 
other hypothesis of the nature of human 
communication meets this difficulty, even 
in principle. 

This is not to say that all sentences 
should consist of sequences of semantically 
paired predicates; if they did, it would ei- 
ther look incantational, like the Hebrew 
Psalms, or nightmarish, like wading through 
endless reaches of Longfellow's Hiawatha. 

The Guberina hypothesis, if proven, has 
several other possibilities; for example: that 
the phonetics of intonational form gives a 
theory of meaning, not of sound; that it 
may model the basic language as given by 
stressed speech, not the far more compli- 
cated forms of language, stressed and un- 
stressed, that we  produce  when  we  put 
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words down in writing. To be dramatic, it 
may even have uncovered the ancestral ape, 
the wr-sentence, that lurks beneath our civ- 
ilized prose. 

A Sentence Is a Discrete Fragment* of a 
Correlational Network of 'Thoughts" 
Expressed as a Sequential Linear 
Array of Symbols 

This is an eclectic definition, to say the 
least. It is my own attempt to put together 
various concepts, borrowed from the Ital- 
ian Operational School of Language Phil- 
osophy (26): the way a Turing machine 
works, certain characteristics common to 
most methods of mechanical translation, the 
properties of the speech signal, and the 
practical engineering of consoles for com- 
mand and control systems. It subsumes the 
two previous definitions of sentences as 
special limited aspects of this more general 
definition. 

Let me explain what I mean. 

A Sentence Is a Discrete Fragment... 
This rather begs the question. We know 

that written English is built up by combin- 
ing individual letters into words and sep- 
arating these words by spaces, and that at 
various intervals some of these words are 
capitalized and that others, usually'but not 
always uncapitalized, are followed by pe- 
riods, question marks, or exclamation points; 
and that people can recognize some of these 
combinations of capitalization and punctua- 
tion as sentences, although they have a dif- 
ficult time telling you how they do it. 

Notwithstanding this vagueness, it seems 
important to include a statement to the ef- 
fect that a sentence is usually longer than 
a word, somewhat smaller than one's entire 
output of written language, and probably, 
somewhat closer to the former than to the 
latter in size. 

A sentence is a piece of something big- 
ger. A piece of what? 
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... A Correlational Network 
of 'Thoughts" .. . 

The Italian Operational Approach to 
Mechanical Translation is based on the as- 
sumptions, as stated in references 26 and 27, 
that language is an expression of thought 
and trains of thought, and that these trains 
of thought are linked together into a correla- 
tional network. 

Parker-Rhodes of the Cambridge Lan- 
guage Research Unit has shown that certain 
basic elements of language can be treated 
as points on a finite lattice, hinting strong- 
ly that language is a thesaurus-web. 

Psychologists do seem to enjoy inventing 
and running word association tests even 
though I am not at all sure what these mea- 
sure beyond the size of the test subject's 
vocabulary and his response time. 

All of us do verbalize concepts, and con- 
ceptualize words. 

One would seem safe in assuming then 
that language does form a rather intricate- 
ly tangled network of "X's;" "thoughts" 
would seem to be as good a word as any to 
substitute for "X," but the reader should 
feel free to substitute any word he happens 
to prefer. 
.. . Expressed as a Sequential Linear... 

"Sequential" and "linear" are the opera- 
tive words. Their order is unimportant. 
What is important is that they state the 
single most important limiting factor in the 
expression of language. However rich the 
correlational network from which it springs, 
however luxuriant the associations the read- 
er brings to it, language is put down one 
word at a time, trunk to tail, and read one 
word at a time, trunk to tail. (Even in speed 
reading, where great gouts of text are blur- 
red, and perhaps even the peripheries of 
the lines omitted, one still reads the text in 
the linear order in which it was set down.) 

As Kipling wrote, of quite another mat- 
ter entirely (28): 
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"For the race is run by one and one, 
and never by two and two." 

I am not enough of a topologist to know 
if it is theoretically possible to compress an 
n-dimensional lattice or selected portions 
thereof into an 1-dimensionai linear struc- 
ture to pass through the needle's eye, separ- 
ating writer from reader, speaker from 
hearer, one word at a time and then a re- 
expand it into a reasonable facsimile of the 
original. It may well be impossible, yet 
it is what we must do when we communi- 
cate our thoughts to others by language. 

... Array of Symbols... 
Array is the operative word. It is used 

here to refer to the possibility of simul- 
taneously displaying two or more symbols 
relating to the same event. Arrays offer 
a partial solution to the linear compression 
problem above. 

The speech signal is a particularly rich 
form of array for displaying information 
about the message and about the speaker. 
The bare linguistic bones of the speech mes- 
sage can be conveyed by the transcript; the 
paralinguistic difference between the spo- 
ken and written word can both emphasize 
the points which the speaker thinks are im- 
portant, but can also tell the trained observ- 
er a great deal about the physical and 
emotional state of the speaker, as well as 
his racial, regional and educational back- 
ground. 

The printed word has nowhere near 
these resources. There was, to be sure, a 
fad in the seventeenth century for making 
verses assume grotesque shapes and sizes 
having something to do with the theme of 
the poem: hearts for love songs, wineglass- 
es, bottles and casks for drinking songs; 
pulpits, altars and monuments for religious 
verses and epitaphs (30). Perhaps the best 
known of these is the Tale of the Mouse, in 
Alice in Wonderland, a poem of 52 lines set 
serpentinely in type sizes starting with 12 
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pt., and with the very end of the tale in 4 
pt. A certain amount of respectability is 
lent to the field by the fact that the logician 
and philosopher, Charles Peirce, was much 
interested in the visual analog of poetic on- 
omatopoeia. Among his unpublished papers 
there is a copy of Poe's The Raven, written 
with a technique that Peirce called "art 
chirography." The words were formed so 
as to convey a visual impression of the 
poem's ideas (31). 

Today, however, one is most likely to en- 
counter recognition of the fact that type 
can be used to convey parallel messages in 
children's books: "Martin heard a LOUD 
NOISE." The IBM mechanical translation 
system prints the transliterations of Rus- 
sian words it can not translate in red, and 
stacks synonyms for words it is not sure of 
one over the other, so that the reader can 
make his own choice from context. 

The concept of arrays of signals relat- 
ing to a single symbol is important to re- 
member for the future—even if only to tor- 
ture computer salesmen—although it is 
probably not worth the trouble for most 
practical prose. 

Sentences Plus Sentences 
Moke Prose 

It is difficult enough, oneself, to sur- 
vey this whole, whether nature or art, 
but still more difficult to help another 
to such a comprehensive view. This is 
due to the consecutive nature of the 
only methods available to us for con- 
veying a clear three-dimensional con- 
cept of an image in space, and results 
from deficiencies of a temporal nature 
in the printed word. 

Paul Klee 
The conscientious writer must not only 

be able to take a complex mental image and 
squeeze it down into a single string of words, 
hoping against hope that the reader will be 
able to expand this surrogate into something 
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resembling the original image, but he also 
has an even more difficult problem. 

One would at present have some diffi- 
culty in designing a black box to bridge the 
gap between a 3-megacycle television coax- 
ial cable and a 3-kilocycle teletype line, so 
that the 'iterate reader could learn as much 
about a show from the typed output as the 
illiterate viewer could from his monocular 
hypnogogue. 

Yet this problem is trivial in compari- 
son to the problem of the writer who must 
use this highly limited tool of linear prose 
to describe a complex pattern of events oc- 
curring at widely separated points and 
times or, perhaps even worse, more or less 
simultaneously, by trying to braid and again 
compress these linear strings of prose into 
one straight line of expression. 

The Times Literary Supplement con- 
cerned itself, inter alia, with this problem in 
a series of seven articles on various aspects 
of the interactions between computers and 
the printed word during March-June 1962 
(33). One of these articles "By Our Special 
Correspondent" dealt in particular with the 
problems of "Poetry, Prose and the Ma- 
chine"—my own title for it might have been 
"Beauty and the Electronic Beast." Quota- 
tion marks should be assumed around much 
of what follows: 

An art historian, Herr Werner Haft- 
mann, has apologized thus for the short- 
comings of our prose technique: 

It is solely his medium—logical discourse— 
that compels the historian to follow the high- 
ly unpleasant '"linear" method. He proceeds 
from stone to stone, and for the sake of de- 
ductive clarity easily leads his reader to mis- 
take the abstract "line" for the whole of re- 
ality ... To write from a simultaneous point 
of view, that is to say, to grasp reality in its 
complex simultaneity, is technically almost 
impossible for an historian who has to deal 
with a vast amount of material. 

Here is the real problem for the writer. 
Tradition, abetted by humanist education, 
has led us to think of narrative prose as the 
best instrument for conveying an intricate 
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moving pattern of facts and relationships. 
The marshalling of chapters, the balancing 
of sentences, the neat turning of a phrase 
are regarded as the scholar's hallmark, and 
little respect is paid to compacter methods 
of making a statement: the table of figures, 
the diagrammatic note with its use of sym- 
bols (the genealogical tree is a common ex- 
ample), the well chosen illustration, the 
map. All this is treated as quite separate 
from writing—if anything, as a branch of 
typography. Indeed, it is quite often regard- 
ed as the publisher's affair. 

It is, of course, possible to lapse into 
the opposite kind of clumsiness, using elab- 
orate pseudo-mathematical notation to say 
something that is either self-evident or bet- 
ter exposed in a few simple words. There 
is a certain danger that computer work may 
lure writers in this direction, that the ter- 
minology of the technicians may infect all 
communications with, by, or about such ma- 
chines. None the less, it does seem that ma- 
chine searching and machine storage of 
facts is likely in the long run to discourage 
all inefficiencies of communication (just as 
machine translation must necessarily ex- 
pose all meaningless rhetoric), and operate 
to break up the smooth narrative with its 
artificial links and antitheses into a more 
disjointed but multidimensional web of dif- 
ferent elements, where graphic, numerical, 
and verbal items will each play a part. 
Guided by the index, which will need to be 
much more efficient than it often is at pres- 
ent, the machine will then be able to pick 
out any item selected. Reading through the 
book itself, the student will no longer fol- 
low a single narrative-cum-explanatory 
thread but will find a number of relation- 
ships suggested simultaneously by symbols 
or by physical relationship on the page. 

There are precedents for this type of 
condensed, non-linear arrangement which 
might already be worth re-studying to see 
whether they will meet the new demands. 
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There is the layout of advertisements and 
illustrated magazines, which combine words 
with visual elements in a quite conscious 
and purposeful two-dimensional order. 

There is the free verse of the poets, 
which is often akin to tabulation, and the 
veiy original verbal-cum-typographic exper- 
iments of the Futurists and Dadaists and 
odd individuals like Apollinaire. 

There is the use made of symbols and 
letters in certain paintings: Klee's black 
arrows, for instance, which undoubtedly 
have a "literary" message. 

There are instructional textbooks and 
military orders, where life and death may 
often depend on I qrical arrangement and 
precision of meaning and tables or diagrams 
alternate with a severely economical (!) 
prose. 

There are Le Corbusier's famous mani- 
festo-like backboard diagrams which are 
the real kernel of his books. 

There are the experiments already going 
on in the United States for the preparation 
of printed textbooks for "programmed 
learning." 

Put all these together and examine them, 
and we might well see the beginnings of a 
literary technique well suited to the com- 
plexity of our age. At least, they would show 
that such a technique can provide stimula- 
ting problems for the writer and, far from 
being "mechanical," can have its own strong 
aesthetic appeal. 

The future lies with the scholar who 
can do more than simply manage linear 
prose, and that is why it is a pity when crit- 
icism isolates the text of any work of non- 
fiction from its illustration, indexing and 
general ease of handling. For a book of this 
sort is a whole in which there should be no 
hierarchy of elements; all must combine to 
make it a more or less effective and beauti- 
ful tool. Once we realize this, it is possible 
that certain patterns may be distinguishable 
in the new texture and become familiar just 
as words and stock phrases now do. 
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In this way the writer can come to ma- 
nipulate larger and larger conceptions, and 
his own horizons will accordingly widen. He 
will not only have to waste less time on ar- 
ranging his material but will be able to cut 
out much of the effort now spent in mere- 
ly collating elements frjm different sources 
and introducing them into the one-way 
stream of the book; a process that is at pres- 
ent too often like a cross between abstract- 
ing and translation. 

He will get a chance to think. 

L'ENVOI 
Any philosophical system is at best a 

set of internally consistent statements about 
a universe made by a particular philosopher 
at a particular period in his intellectual de- 
velopment. It should pretend to nothing 
more. A philosophical system may well tell 
us more about the philosopher than it does 
about the universe it purports to describe. 
To that extent, if nothing more, this is a 
philosophical paper. 

I have tried to distinguish in this paper 
between my personal opinions, based on my 
own experiences, association nets and classi- 
fications on the one hand, and statements 
I believe to be operationally verifiable and/ 
or statistically valid on the other. The pro- 
fessional philosopher, far better than I at 
classifying what people have written about 
the problems discussed in this paper, will 
find my outlook a curious blenr» of nominal- 
ism, linguistic philosophy, logical empiri- 
cism (perhaps even neo-positivism), episte- 
mological solipsism and, I am afraid, the vi- 
talism natural to one trained in the biolog- 
ical sciences. 

I have found the concepts outlined in this 
paper useful in understanding what I, as 
a conscious entity, am trying to do when I 
think and try to express my thoughts in 
words. I claim no eternal verities. I make 
only the claim of the pragmatist: "At least 
for me, sometimes, it works." 
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numerical uses of computers in such areas as pat- 
tern recognition; lexical processing (including data 
or information processing, storage and retrieval, 
and translation); encoding for communication and 
control; and decision making. The Technical Infor- 
mation Division is the technical library organ for 
AFOSR and the Office of Aerospace Research. 

Dr. Wooster received an A.B. degree in chemis- 
try, magna cum laude, from Syracuse University 
in 1939. He received his M.S. in 1941 and his Ph.D. 
in 1943, for research in clinical endocrinology, from 
the University of Wisconsin. During the war years, 
he worked for the National Defense Research Com- 
mittee, OSRD, at the Toxicity Laboratory, universi- 
ty of Chicago, in classified research on novel chem- 
ical warfare agents. In 1946, he went to the Pepper 
Laboratory of Clinical Medicine, University of 
Pennsylvania, under an Office of Naval Research 
contract. 

Dr. Wooster joined the Mellon Institute, Pitts- 
burgh, in 1947, as Senior Fellow on a Food Varieties 
Fellowship. He combined laboratory research in nu- 
trition and food biochemistry with writing and edit- 
ing in nutrition. He edited the quarterly journal.. 
Nutritional Observatory, and produced the standard 
reference work and teaching aid, Nutritional, Data. 

In 1956, Dr. Wooster joined the staff of the 
Air Force Office of Scientific Research. In addition 
to managing the principal Air Force basic research 
program in the information sciences, he has edited 
four books: Vista» in Astronautics, Information Stor- 
age and Retrieval, Basic Research Resumes—a Sur- 
vey of Air Force Basic Research, and the Air Force 
Scientific Research Bibliography. 

Dr. Wooster is a member of many professional 
and honorary societies including Phi Beta Kappa 
and Sigma Xi. His name is listed in American Men 
of Science, Who's Who in the South, and the Who's 
Who Supplement, and the 4th edition of Leaders in 
American Science. 

. '..  B' OXtamt, >ucs MI i timmätmuiiMiimiuniim 



#*$**%* ,'•  ^ i    *' Mi' 
^IjgfcLASSIFIED 

[ 
Security CI«a»ification 

DOCUMENT CONTROL DATA -R&D 
fSpnirffv claaatlteatlon ot title, body of abttract and indexing annotation must be entered when the overall report is clnssltled) 

1    ORIGINATING   AC Ti viTY (Corporate author) 

Directorate of Information Sciences 
Air Force Office of Scientific Research 
Arlington, Virginia    22209 

2*. REPORT   SECURITY   CLASSIFICATION 

UNCLASSIFIED 
26.   CROUP 

».   RIRORT   TITLE 

A WEB OF WORDS 

«. DESCRIPTIVE NOTE! (Type ot report and Inclutlve datee) 

Scientific Interim 
5   AUTHOR(S) (Flral name, middle Initial, laat name) 

Harold Wooster 

S.   REPORT  OA re 

July 1963 
7«.    TOTAL   NO.   OF  PACES 

44 
76.   NO    OF   REFS 

33 
*«.   CON TRACT   OH   «JRANT NO 

I».   PROJECT   NO 

9«,   ORIGINATOR'S   REPORT   NUMBER(S) 

In-house 
9769 

61445014 

681304 

b- <y'M VlR^?OFJ^ NW (/,nv/*,Wiu<n6»rtf>!»4^a>fbk 0'<n«<»- 

10.   DISTRIBUTION   STATEMENT 

1 - Distribution of this document is unlimited 

pRdciMfö »RY  NOTES 

Presented at 6th Annual Institute in 
Technical & Industrial Communications. 
Pt Collins, Colorado, 8»12 July 1963 

12.   SPONSORING  MILITARY   ACTIVITY 

Air Force Office of Scientific Research(SRI 
1400 Wilson Boulevard 
Arlington, Virginia 22209 

It. AB1TRAC 1 

The author attempts to apply current notions in linguistics and philosophy to the 
problems of technical writing. Major sections are:  the frame of reference; words 
and word-books; words plus words make sentences; sentences plus sentences make 
prose. Typical headings include: Gulliver the gullible, or linguistics in Lagado; 
the defincr defined; Aristotle was class conscious; what your dictionary won't te'll 
you; must we write pidgin?; the mystique of sentencehood; it's art, but is it pretty?; 
a sentence is a discrete fragment of a correlation network of "thoughts" expressed 
as a sequential linear array of symbols. The author concludes: "I have found the 
concepts outlined in this paper useful'in understanding what I, as a conscious entity, 
am trying to do when I think and try to express my thoughts in words.  I claim no 
eternal verities.  I make only the claim of the pragmatist:'  At least for me, 
sometimes, it works.1" 
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